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RESUMEN 

 

En el presente proyecto se diseñaron modelos ML para la predicción de temperatura 

utilizando datos de estaciones meteorológicas ubicadas en la provincia de Chimborazo. Para 

llegar al objetivo se utilizó información histórica del período 2013-2024 que contenía 

variables climáticas significativas como temperatura, radiación solar, velocidad del viento y 

presión atmosférica. 

Se realizó un procedimiento de depuración de datos, suprimiendo registros que contenían 

valores inválidos en las variables esenciales. Además, se emplearon métodos de 

interpolación temporal para calcular los datos ausentes y, cuando los valores interpolados no 

eran coherentes, se utilizaron medias históricas por hora para preservar la coherencia de la 

serie temporal.  

En la ingeniería de características se generaron nuevas variables para mejorar la capacidad 

predictiva de los modelos. Entre ellas se incluyeron variables de rezago considerando valores 

previos de temperatura a 1 y 24 horas, y variables cíclicas, transformando las variables de 

hora y mes mediante funciones seno y coseno para representar su naturaleza repetitiva.  

Finalmente, se entrenaron y evaluaron tres modelos de regresión: Random Forest Regressor, 

Prophet y XGBoost. El desempeño de cada modelo se evaluó utilizando métricas como el 

MAE (Error Absoluto Medio) y el R² (Coeficiente de determinación). 
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CAPÍTULO I.  INTRODUCCIÓN 

Hoy en día, el cambio climático es una prioridad esencial para la humanidad, y tanto los 

sectores económicos como los sociales deben tomar medidas preventivas para evitar que 

afecte las diversas actividades humanas en los próximos años [1], esto ha despertado un 

interés creciente en la investigación y el desarrollo de modelos de predicción climática.  

 

La temperatura constituye uno de los factores más relevantes, ya que afecta directamente a 

los ecosistemas, la agricultura, la disponibilidad de los recursos hídricos y, en general, sobre 

las condiciones de vida de la población [2]. En la provincia de Chimborazo, ubicada en la 

región central del Ecuador y caracterizada por su geografía montañosa, contar con 

predicciones de temperatura confiables resulta especialmente importante para la 

planificación territorial y la adaptación frente a los cambios climáticos. La combinación de 

su elevada altitud y su compleja ubicación geográfica genera una alta variabilidad climática, 

lo que dificulta la aplicación de los modelos meteorológicos tradicionales.  

 

Ante este contexto, el desarrollo de modelos de predicción de temperatura ajustados a las 

particularidades de Chimborazo puede beneficiarse del uso de técnicas de Machine 

Learning, las cuales han demostrado resultados favorables en regiones montañosas de 

características similares. Un caso representativo es el empleo de algoritmos como Random 

Forest y Redes Neuronales Artificiales (ANN) en estudios realizados en la cuenca del río 

Xiying, en China, donde se lograron predicciones precisas de temperatura y procesos de 

deshielo mediante la integración de datos de teledetección y reanálisis atmosférico [3]. 

 

En los últimos años, las técnicas de Machine Learning han ganado relevancia en diversos 

campos del conocimiento, y su aplicación en el ámbito climático está transformando la forma 

en que se analizan y proyectan las variables meteorológicas [4]. A diferencia de los métodos 

convencionales, que suelen basarse en modelos físicos complejos y demandan altos recursos 

computacionales, estos enfoques permiten identificar patrones directamente a partir de datos 

históricos, capturando relaciones no lineales entre múltiples variables. Entre los métodos 

más utilizados se encuentran la regresión lineal, los árboles de decisión, las redes neuronales 

y los modelos de tipo ensemble, cada uno con diferentes niveles de precisión y capacidad de 

adaptación a escenarios complejos [5]. 

 

En este contexto, la presente investigación tiene como objetivo principal diseñar un modelo 

de predicción de temperatura para la provincia de Chimborazo, utilizando técnicas de 

Machine Learning como una alternativa moderna y eficiente frente a los modelos climáticos 

tradicionales. Los resultados obtenidos buscan aportar información útil para la gestión de los 

efectos de la variabilidad climática, beneficiando a la población local y sentando bases 

metodológicas que puedan ser replicadas en otras regiones con condiciones geográficas y 

climáticas similares. 
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1.1  ANTECEDENTES 

El cambio climático ha intensificado la frecuencia e intensidad de fenómenos 

meteorológicos extremos, generando impactos sin precedentes en distintas regiones del 

planeta. De acuerdo con el Grupo Intergubernamental de Expertos sobre el Cambio 

Climático (IPCC), si el calentamiento global alcanza los 1.5 °C en las próximas décadas, se 

prevé un aumento significativo en las olas de calor, una prolongación de las estaciones 

cálidas y una reducción de las estaciones frías. Asimismo, se anticipan alteraciones en los 

patrones de precipitación, así como un incremento en la frecuencia e intensidad de 

inundaciones y sequías [6]. 

 

Los efectos del cambio climático en Ecuador se reflejan en el deshielo de los glaciares 

andinos, el aumento de la temperatura, las sequías, las inundaciones, el incremento del nivel 

del mar, los deslizamientos de tierras agrícolas, las pérdidas en la producción de cultivos y 

amenazas a la seguridad alimentaria y la biodiversidad [7]. A nivel provincial, uno de los 

impactos más alarmantes es el retroceso del glaciar del nevado Chimborazo, el más alto del 

país, el cual ha perdido entre un 38 % y un 42.5 % de su superficie en las últimas décadas. 

Este proceso ha disminuido de manera significativa el caudal de laderas y ríos que abastecen 

a comunidades rurales y urbanas, afectando el acceso al agua para riego, consumo humano 

y conservación ambiental [8]. 

 

Frente a esto, la comunidad científica ha comenzado a aplicar herramientas de análisis como 

el Machine Learning (ML) para predecir variables climáticas en lo cual, diversos estudios 

han demostrado que modelos como, Random Forest y XGBoost superan a los enfoques 

estadísticos tradicionales en la predicción de temperatura y precipitaciones [9]. 

1.2  PLANTEAMIENTO DEL PROBLEMA  

La provincia de Chimborazo enfrenta una creciente vulnerabilidad climática, que se 

manifiesta en una combinación de fenómenos interrelacionados como la irregularidad en las 

precipitaciones, el incremento sostenido de la temperatura y la disminución del recurso 

hídrico debido al retroceso glaciar del nevado Chimborazo. Estas condiciones han generado 

efectos adversos en diversos sectores. En la agricultura, se han producido pérdidas 

significativas en los cultivos y alteraciones en los calendarios de siembra y cosecha, 

comprometiendo la seguridad alimentaria de la población rural [10]. 

 

La reducción del caudal de vertientes y acuíferos ha provocado problemas de abastecimiento 

de agua para el consumo humano y para el riego, afectando tanto a comunidades rurales 

como a centros urbanos. La infraestructura también se ha visto afectada por deslizamientos 

de tierra e inundaciones causadas por lluvias intensas, lo que ha generado daños en caminos 

rurales, viviendas y centros educativos, y ha incrementado el riesgo de desastres naturales. 

Como consecuencia de la disminución de las oportunidades agrícolas y la presión ambiental, 

muchas familias han optado por migrar, generando abandono de tierras, pérdida de saberes 

ancestrales y desestructuración comunitaria [11].  
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Ante esta problemática, surge la posibilidad de aplicar técnicas de Machine Learning para el 

diseño de un modelo de predicción de temperatura que sea capaz de identificar patrones en 

los datos climáticos de Chimborazo. La importancia de invertir a corto plazo en estrategias 

de mitigación y generación de información que prevean posibles escenarios futuros del clima 

en la provincia es esencial para fortalecimiento de nuestros sistemas de alerta temprana, 

permitiendo a autoridades y comunidades locales implementar medidas preventivas y a 

tomar decisiones anticipadas frente a desastres [4]. 

 

1.3  OBJETIVOS 

1.3.1 General 

• Diseñar un modelo de predicción de los patrones de temperatura mediante técnicas 

de Machine Learning para la provincia de Chimborazo. 

1.3.2 Específicos 

• Estudiar el estado del arte sobre modelos de predicción climática, evaluando las 

metodologías y algoritmos para una estimación precisa de la temperatura. 

• Desarrollar un modelo de predicción de temperatura utilizando algoritmos de 

predicción climática. 

• Evaluar el modelo mediante métricas de análisis utilizando datos de temperatura de 

la provincia de Chimborazo. 
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2. CAPÍTULO II. MARCO TEÓRICO 

2.1 ESTADO DEL ARTE 

En el artículo titulado “South America Seasonal Precipitation Prediction by Gradient-

Boosting Machine-Learning Approach”, los autores Vinicius Schmidt Monego, Juliana 

Aparecida Anochi y Haroldo Fraga de Campos Velho (2022) propusieron un modelo de 

predicción estacional de la precipitación sobre América del Sur utilizando el algoritmo 

XGBoost, una variante del método de aprendizaje automático Gradient Boosting. El objetivo 

principal del estudio fue comparar el rendimiento de este modelo con el de métodos 

tradicionales como el modelo numérico BAM (Brazilian Atmospheric Model) y una red 

neuronal profunda desarrollada en TensorFlow [12]. 

 

Los resultados obtenidos por los autores evidencian que el modelo basado en XGBoost, 

optimizado mediante la herramienta Optuna a través de técnicas de optimización bayesiana, 

alcanzó un mejor desempeño en términos de precisión predictiva a lo largo de distintas 

estaciones del año. En particular, durante los periodos de verano de 2018 y 2019, este modelo 

presentó valores de error (RMSE) inferiores en comparación con BAM y TensorFlow, lo 

que pone de manifiesto su capacidad para identificar de manera más precisa los núcleos de 

precipitación intensa en zonas estratégicas como el norte de Brasil, Colombia y Perú [12]. 

 

El estudio también resalta la relevancia de una adecuada selección de las variables 

meteorológicas, entre las que se incluyen la temperatura, la humedad, la presión atmosférica 

y las componentes del viento, así como del ajuste detallado de los hiperparámetros del 

modelo. Estos aspectos resultan determinantes para mejorar la capacidad de generalización 

de los algoritmos. En este sentido, se concluye que los métodos de aprendizaje automático, 

y en particular XGBoost, pueden superar a los modelos numéricos tradicionales en la 

predicción estacional de la precipitación, constituyéndose como una alternativa eficiente y 

robusta para el fortalecimiento de los sistemas de pronóstico climático en Sudamérica [12]. 

 

Por otro lado, el estudio titulado “Temperature Prediction using Machine Learning 

Approaches” presenta un análisis comparativo entre diversas técnicas de Machine Learning 

aplicadas a la predicción de la temperatura. Los resultados indican que modelos como la 

Regresión Lineal Múltiple (MLR), las Redes Neuronales Artificiales (ANN) y las Máquinas 

de Soporte Vectorial (SVM) ofrecen desempeños satisfactorios según el contexto de 

aplicación. De manera general, las ANN y las SVM sobresalen por su capacidad para 

modelar la naturaleza no lineal de las series temporales de temperatura. No obstante, las 

SVM muestran una ligera ventaja en términos de precisión cuando se analizan escenarios a 

escala global, mientras que las ANN, especialmente aquellas que incorporan memoria a 

corto y largo plazo (LSTM), resultan más adecuadas para predicciones de corto plazo, como 

las realizadas a nivel horario o diario [13]. 
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Figura 1. Comparación de la precisión de predicción de MLR, ANN y SVM [13]. 

Asimismo, el estudio señala que la variabilidad espacial, temporal y estacional presente en 

las series de temperatura representa un reto importante para los procesos de modelado. No 

obstante, los enfoques basados en Deep Learning, como las Redes Neuronales 

Convolucionales (CNN), han mostrado niveles de precisión elevados en determinados 

escenarios. Estos resultados ponen en evidencia la necesidad de seleccionar cuidadosamente 

tanto el tipo de modelo como sus parámetros, considerando el horizonte de predicción y el 

contexto en el que se aplican, ya sea a escala regional o global[13]. 

 

Por otro lado, en el artículo [14] titulado “Machine Learning in Weather Prediction and 

Climate Analyses: Applications and Perspectives”, se examina el papel de las técnicas de 

aprendizaje automático en la predicción del tiempo y el análisis climático. Los autores 

destacan que el uso de Machine Learning, y en especial de las redes neuronales artificiales 

y los enfoques de aprendizaje profundo, ha aumentado de manera significativa en los últimos 

años, debido a su capacidad para mejorar la precisión de los pronósticos meteorológicos. En 

este trabajo se analiza la aplicación de algoritmos como Random Forest (RF), XGBoost 

(XGB) y Support Vector Machines (SVM), los cuales se emplean cada vez con mayor 

frecuencia para complementar y optimizar los modelos numéricos de predicción del clima 

(NWP). 

 

Entre los principales hallazgos del estudio se resalta la incorporación progresiva de técnicas 

de posprocesamiento en la predicción del viento, particularmente en investigaciones 

relacionadas con el sector de las energías renovables. Asimismo, se evidencia un creciente 

interés en la predicción probabilística mediante enfoques como el ensemble forecasting, así 

como en la aplicación de métodos orientados a la corrección de sesgos en variables 

climáticas como la temperatura y la presión atmosférica. Estas estrategias contribuyen a 

mejorar la precisión de los pronósticos tanto a corto como a largo plazo. En conjunto, los 

resultados del artículo reflejan el alto potencial de los métodos de Machine Learning para 

fortalecer las predicciones meteorológicas y climáticas, convirtiéndolas en herramientas más 

confiables y útiles para distintos sectores, entre ellos la gestión climática y la planificación 

energética [14]. 
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2.2  FUNDAMENTO TEÓRICO 

2.2.1 Clima 

El clima de una región se entiende como el conjunto de condiciones atmosféricas que suelen 

presentarse habitualmente en ese lugar a lo largo de meses y años. Según lo establecido por 

la Organización Meteorológica Mundial (OMM) durante la Conferencia de Varsovia en 

1935, el clima se define como el promedio de las variables meteorológicas mensuales y 

anuales, calculadas en un periodo de 30 años. Por ejemplo, cuando afirmamos que una zona 

tiene inviernos fríos y secos, nos referimos a lo que comúnmente ocurre en esa estación, sin 

descartar que pueda haber días con temperaturas agradables o niveles elevados de humedad. 

Por otra parte, el tiempo meteorológico, al manifestarse a través de eventos puntuales o poco 

frecuentes, suele tener una incidencia limitada sobre el suelo y el relieve. En contraste, el 

clima, debido a su acción constante y prolongada en el tiempo, cumple un rol determinante 

en la configuración del paisaje, en los procesos de formación del suelo y en el desarrollo de 

la cobertura vegetal. 

2.2.2 Temperatura 

La temperatura del aire representa el nivel de energía térmica existente en la atmósfera en 

un instante determinado. Se trata de una de las variables meteorológicas más utilizadas para 

describir el estado del tiempo y, por lo general, se mide mediante termómetros. En la mayoría 

de los países se expresa en grados Celsius (°C), mientras que, en algunos, como Estados 

Unidos, se emplea la escala Fahrenheit (°F). Esta variable influye de manera directa en la 

sensación de frío o calor que experimentan las personas y constituye un indicador 

fundamental de las condiciones atmosféricas. El comportamiento de la temperatura no es 

uniforme, ya que depende de diversos factores ambientales, entre los que destacan la altitud, 

la radiación solar, la presencia de nubosidad y la dinámica del viento. Debido a esta 

interacción de elementos, la temperatura del aire adquiere un papel central en el análisis 

climático y tiene implicaciones directas en actividades como la agricultura, la salud humana 

y la planificación ambiental.[15]. 

2.2.3 Preprocesamiento de Datos  

El preprocesamiento de datos es una etapa crítica en cualquier proceso de análisis o minería 

de datos. Consiste en preparar datos "en bruto" (no estructurados, incompletos o ruidosos) 

para convertirlos en datos útiles y limpios que permitan generar resultados confiables 

mediante técnicas de análisis [16]. 

2.2.4 Series de Tiempo 

Una serie de tiempo es una secuencia de datos u observaciones medidos en determinados 

momentos, en intervalos iguales o desiguales, y ordenados cronológicamente. El análisis de 

series de tiempo se refiere al proceso de analizar los datos disponibles para descubrir el 

patrón o la tendencia en los datos. Permite extraer y modelar las relaciones entre datos a lo 
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largo del tiempo, sea extrapolando (hacia futuro) o interpolando (hacia el pasado) el 

comportamiento de datos no observados [17]. 

 

En el estudio de series temporales es frecuente trabajar con conjuntos de datos que no están 

completos y que presentan valores faltantes. Estas ausencias pueden originarse por diversas 

razones, entre ellas fallos en los sensores de medición, errores durante el registro de la 

información o interrupciones en los procesos de recolección de datos. Frente a esta situación, 

una de las estrategias más utilizadas es la interpolación, técnica que permite estimar los 

valores perdidos a partir de la información disponible en los registros anteriores y posteriores 

dentro de la serie temporal. 

2.2.5 Interpolación  

La interpolación en series de tiempo es un método estadístico que busca completar los vacíos 

en datos cronológicos continuos. Se basa en el supuesto de que los valores cercanos en el 

tiempo tienen cierta coherencia, por lo que es posible inferir los datos faltantes a partir de 

los ya conocidos. 

 

Esta técnica cumple un rol esencial en el tratamiento de series temporales por varias razones: 

 

• Coherencia temporal: Contribuye a mantener la coherencia temporal de los datos, 

ya que al estimar los valores ausentes se conserva la estructura original de la serie, 

incluyendo patrones de tendencia, estacionalidad o comportamiento cíclico.  

 

• Precisión en análisis: Al contar con una serie más completa, se mejora la precisión 

del análisis, lo que se traduce en resultados más consistentes y confiables. 

 

• Aplicación de modelos: Otro aspecto relevante es que muchos modelos 

estadísticos y algoritmos de aprendizaje automático requieren datos continuos y sin 

interrupciones; en este sentido, la interpolación facilita la aplicación de estas 

técnicas.  

 

• Disponer de información continua y confiable: Respalda la toma de decisiones 

fundamentadas en áreas como la meteorología, la economía, la salud y la 

ingeniería. 

 

2.1.1.1.Principales métodos de interpolación en series temporales: 

Entre los métodos de interpolación más utilizados se encuentra la interpolación lineal, que 

asume una variación constante entre dos puntos conocidos y estima los valores faltantes 

mediante una línea recta. Si bien es sencilla de aplicar, puede resultar limitada cuando la 

serie presenta comportamientos no lineales. Otro enfoque es la interpolación del vecino más 

cercano, que asigna al dato ausente el valor del registro más próximo en el tiempo, siendo 

especialmente útil en series donde los cambios entre mediciones son poco frecuentes. 
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Por su parte, la interpolación polinómica emplea funciones matemáticas de mayor 

complejidad para ajustar los datos observados, lo que permite obtener estimaciones más 

precisas en series con variaciones más complejas. Finalmente, la interpolación mediante 

promedios móviles utiliza técnicas de suavizado para aproximar los valores faltantes, 

reduciendo la variabilidad local y facilitando el análisis de la tendencia general de la serie 

[18].  

2.2.6 Machine Learning 

El aprendizaje automático describe la capacidad de los sistemas para aprender a partir de 

datos de entrenamiento específicos del problema, con el fin de automatizar el proceso de 

construcción de modelos analíticos y resolver tareas asociadas. Es un campo 

interdisciplinario en la intersección de la estadística, la informática y la inteligencia artificial 

que utiliza datos históricos para descubrir patrones que pueden ser aplicados a datos nuevos, 

con el propósito de realizar predicciones o clasificaciones [19]. 

 

• Un modelo, en el contexto del aprendizaje automático, es una fórmula matemática 

que describe la relación entre varias variables.  

 

Además, Machine Learning es una técnica de análisis de datos que automatiza la creación y 

el uso de modelos estadísticos, permitiendo a una computadora aprender de los datos. Esta 

disciplina se basa en la idea de que los sistemas pueden aprender, encontrar patrones y tomar 

decisiones con poca ayuda humana [20]. 

 

Una característica clave del ML es su naturaleza iterativa: a medida que los modelos reciben 

nuevos datos, pueden ajustarse por sí mismos. A diferencia de métodos anteriores, el ML se 

distingue por su habilidad para adaptarse a los cambios en los datos en tiempo real y aprender 

de sus propias acciones. Aunque el ML no es un concepto nuevo, ha ganado popularidad 

recientemente gracias a la gran cantidad y variedad de datos disponibles, el aumento del 

poder de cómputo a un costo más accesible y las mejoras en el almacenamiento de datos 

[20].  

Los sistemas de Machine Learning pueden ser clasificados de acuerdo con la cantidad y tipo 

de supervisión que tienen durante su entrenamiento: 

 
Figura 2. Tipos de aprendizaje que usan los algoritmos de Machine Learning. 
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2.2.7 Algoritmos ML 

Un algoritmo de machine learning es un conjunto de reglas y pasos que un sistema de IA 

sigue para ejecutar tareas, habitualmente se usa para descubrir conocimiento y patrones en 

los datos o predecir valores de salida a partir de ciertas variables de entrada. En esencia, son 

los algoritmos los que permiten que el modelo “aprenda” a partir de los datos [21]. 

 

➢ Aprendizaje Supervisado 

En el aprendizaje supervisado, el algoritmo construye un modelo a partir de un conjunto de 

datos etiquetados que contiene entradas y salidas asociadas; durante el entrenamiento recibe 

ejemplos con la salida esperada, compara sus predicciones con los valores correctos, calcula 

el error y ajusta el modelo para reducirlo, por lo que se utiliza cuando los datos históricos 

permiten anticipar resultados futuros. 

Dentro de este marco, las tareas principales son la clasificación y la regresión; también se 

emplean procedimientos de predicción y técnicas de potenciación del gradiente (gradient 

boosting); entre los algoritmos supervisados más habituales figuran k-vecinos más cercanos, 

Naïve Bayes y los árboles de decisión; la Figura 1 muestra de forma esquemática diversos 

métodos de aprendizaje supervisado [22]. 

• Algoritmo de Clasificación 

En un algoritmo de clasificación se pretende identificar a qué clase pertenece cada 

elemento; el modelo aprende patrones a partir de los datos proporcionados y, cuando 

recibe ejemplos nuevos, los asigna al grupo correspondiente, con lo cual puede predecir 

su categoría [23]. 

La variante objetivo es categórica puede ser: 

▪ Binaria (Sí/No, Azul/Rojo, Fuga/No fuga),  

▪ Multiclase (Producto1, Producto2, …) 

▪ Ordinal (Riesgo: Bajo, Medio, Alto). 

 

 
Figura 3. Ejemplo de algoritmo de clasificación [23]. 
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• Algoritmo de Regresión  

En este método la salida esperada es un valor numérico; no asigna el caso a una clase, 

sino que estima una magnitud continua a partir de las variables de entrada. Por ejemplo, 

usando fecha, hora, altitud, humedad y viento, el modelo puede predecir la temperatura 

del aire para una hora determinada y devolver un valor concreto [23]. 

 

 
Figura 4. Ejemplo de algoritmo de clasificación [23]. 

➢ Aprendizaje no Supervisado  

El aprendizaje no supervisado se emplea cuando se dispone únicamente de datos de 

entrada y no se cuenta con salidas previamente etiquetadas. En este enfoque, los algoritmos 

se encargan de identificar patrones ocultos y relaciones internas, con el propósito de 

describir y comprender la estructura subyacente de los datos. 

Un método clave es el clustering, que identifica grupos naturales y permite asignar nuevos 

registros al grupo más probable, a partir del cual se pueden inferir comportamientos, un 

ejemplo típico es segmentar clientes y, con esos segmentos, anticipar su conducta de compra 

[24]. 

➢ Aprendizaje en Conjunto 

El aprendizaje en conjunto o ensemble learning es una técnica de aprendizaje automático 

que entrena a múltiples modelos para resolver un mismo problema. La idea principal es que 

al combinar las predicciones de varios "aprendices" básicos, se logra un rendimiento superior 

al que podría obtener cualquiera de ellos por sí solo [24]. 

 

 
Figura 5. Resumen del aprendizaje en conjunto [24]. 
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Dos de los tipos de ensemble más utilizados son: 

• Bagging 

Es una técnica de aprendizaje de conjunto que crea varios modelos. Lo hace generando 

múltiples subconjuntos de datos de entrenamiento a partir del conjunto original mediante 

muestreo aleatorio con reemplazo. Cada modelo se entrena de forma independiente en 

su propio subconjunto de datos. Las predicciones finales se obtienen combinando los 

resultados de todos los modelos individuales [25]. 

 
Figura 6. Bagging.- Procesamiento Paralelo de Múltiples Modelos [26]. 

• Boosting 

Es una técnica de conjunto que busca construir un clasificador robusto a partir de una 

serie de clasificadores más débiles. Los modelos se entrenan de forma secuencial, donde 

cada modelo posterior corrige los errores del modelo anterior. Esto se logra ajustando 

los pesos de las muestras de datos: a las que fueron mal clasificadas por el modelo 

anterior se les asigna un peso mayor, para que el siguiente modelo se enfoque en ellas 

[25]. 

 
Figura 7. Boosting: Aprendizaje Secuencial y Mejoras Iterativas [26]. 

2.2.8 Modelos ML 

Los algoritmos de Machine Learning, se pueden agrupar en tres modelos: 

➢ Modelos lineales 

Estos tratan de encontrar una línea que se “ajuste” bien a la nube de puntos que se disponen, 

aquí destacan desde los modelos muy conocidos y usados como la regresión lineal (también 
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conocida como la regresión de mínimos cuadrados), la logística (adaptación de la lineal a 

problemas de clasificación cuando son variables, discretas o categóricas). Estos dos 

modelos tienen el problema del “overfit”, esto significa que se ajustan “demasiado” a los 

datos disponibles, con el riesgo que esto tiene para nuevos datos que pudieran llegar. Al ser 

modelos relativamente simples, no ofrecen resultados muy buenos para comportamientos 

más complicados [23]. 

➢ Modelos de árbol 

Son modelos precisos, estables y más sencillos de interpretar básicamente porque construyen 

unas reglas de decisión que se pueden representar como un árbol. A diferencia de los 

modelos lineales, pueden representar relaciones no lineales para resolver problemas. En 

estos modelos, destacan los árboles de decisión y los random forest (una media de árboles 

de decisión). Al ser más precisos y elaborados, obviamente ganamos en capacidad 

predictiva, pero perdemos en rendimiento [23]. 

➢ Redes neuronales 

Las redes artificiales de neuronas tratan, en cierto modo, de replicar el comportamiento del 

cerebro, donde tenemos millones de neuronas que se interconectan en red para enviarse 

mensajes unas a otras. Esta réplica del funcionamiento del cerebro humano es uno de los 

“modelos de moda” por las habilidades cognitivas de razonamiento que adquieren. El 

reconocimiento de imágenes o videos, por ejemplo, es un mecanismo complejo y una red 

neuronal es lo mejor para realizarlo. El problema, como ocurre con el cerebro humano, es 

que son lentas de entrenar y necesitan mucha capacidad de cómputo. Quizás sea uno de los 

modelos que más ha ganado con la “revolución de los datos” [23]. 

2.2.9 Random Forest 

Random Forest es un método de aprendizaje automático muy versátil y robusto, que se basa 

en la creación de un conjunto (ensemble) de múltiples árboles de decisión. Además, reduce 

la correlación entre los árboles de decisión que lo componen mediante el uso de dos tipos de 

aleatoriedad. En primer lugar, selecciona al azar un subconjunto de los datos de 

entrenamiento para crear cada árbol individual y, en segundo lugar, al construir cada árbol, 

elige aleatoriamente un subconjunto de características para determinar las mejores 

divisiones. Al utilizar estas dos estrategias, el modelo disminuye la dependencia entre los 

árboles, lo que ayuda a prevenir el sobreajuste y a mejorar la precisión general [27]. 

➢ Random Forest Regressor 

Es una implementación del algoritmo Random Forest diseñada específicamente para 

problemas de regresión, es decir, para predecir valores continuos. En este modelo, se 

construye un "bosque" de árboles de decisión. Cada árbol se entrena con una muestra 

aleatoria del conjunto de datos, y en cada división de nodo, solo se considera un subconjunto 

aleatorio de predictores [28]. 
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• Proceso de Operación 

El funcionamiento del Random Forest Regressor se resume en los siguientes pasos: 

 

▪ Muestreo Aleatorio: Se seleccionan muestras aleatorias con reemplazo del 

conjunto de datos original. 

 

▪ Construcción del Árbol: Para cada muestra, se crea un árbol de decisión. 

 

▪ Votación y Promedio: Las predicciones de cada árbol individual se promedian 

para obtener la predicción final del modelo. 

2.2.10 XGBoost 

XGBoost (eXtreme Gradient Boosting) es una técnica de aprendizaje automático de 

conjuntos de árboles de decisión que destaca por su escalabilidad y eficiencia. Funciona de 

manera similar al método de impulso de gradiente tradicional, construyendo de forma aditiva 

una serie de modelos (árboles de decisión) para minimizar una función de pérdida [29]. 

 

𝐋𝐱𝐠𝐛 = ∑ 𝐋(𝐲𝐢, 𝐅(𝐗𝐢)) +  ∑ 𝛀(𝐡𝐦

𝐌

𝐦=𝟏

 ) 

𝐍

𝐢=𝟏

 (1) 

 

• ∑ L(yi, F(Xi)) N
i=1 es el término de pérdida del entrenamiento (cuán bien predice el 

modelo). 

• ∑ Ω(hm
M
m=1  ) es el término de regularización, que penaliza la complejidad del 

modelo. 

 

Ω(𝐡) = 𝛄𝐓 +
𝟏

𝟐
𝛌||𝐰||𝟐 (2) 

 

• γ es un parámetro que controla la ganancia mínima necesaria para una división. Un 

valor más alto de γ hace los árboles más simples. 

• T es el número de hojas en el árbol. 

• λ (lambda) es otro parámetro de regularización para la fuerza de la regularización. 

• w son las puntuaciones de salida de las hojas del árbol. 

 

XGBoost utiliza varias técnicas para mejorar el rendimiento, tanto para evitar el sobreajuste 

como para acelerar el entrenamiento. Una de las estrategias clave es la aleatorización. Esto 

se logra tomando submuestras aleatorias de datos para entrenar cada árbol y seleccionando 

solo un subconjunto de columnas (variables) en los niveles de árbol y nodo [29]. 

 

Además de las mejoras en precisión, XGBoost se enfoca en hacer más eficiente el proceso 

de creación de árboles. La parte más lenta de este proceso es encontrar la mejor división para 

cada nodo. En lugar de escanear todos los posibles puntos de división para cada variable de 
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forma repetida, utiliza una estructura de datos especial basada en columnas donde la 

información ya está preordenada. Esto significa que cada variable solo necesita ordenarse 

una vez al inicio, lo que permite que la búsqueda de la mejor división se realice en paralelo 

[29]. 

 

Otro método que acelera el proceso es el uso de percentiles. En lugar de revisar todas las 

divisiones candidatas, XGBoost solo evalúa un subconjunto de ellas basándose en 

estadísticas agregadas. Este enfoque de muestreo de datos a nivel de nodo ya es una 

característica de los árboles CART tradicionales [29]. 

2.2.11 Prophet 

Prophet, una herramienta desarrollada por el equipo de Ciencia de Datos de Facebook y 

liberada como software de código abierto, se ha consolidado como un método robusto para 

el pronóstico de series de tiempo. Su eficacia radica en su modelo aditivo, que descompone 

una serie temporal en componentes de tendencia, estacionalidad (anual, semanal y diaria) y 

efectos de días festivos. Este enfoque lo hace particularmente adecuado para datos con 

marcadas periodicidades y patrones estacionales. 

 

Una de las ventajas clave de Prophet es su resistencia a problemas comunes como datos 

faltantes, cambios abruptos en la tendencia y valores atípicos, lo que lo convierte en una 

opción fiable para análisis de datos del mundo real, además, su arquitectura matemática, si 

bien inspirada en principios complejos como el teorema de representación de Kolmogorov-

Arnold, se traduce en una implementación práctica y altamente interpretable. La 

descomposición aditiva permite aislar y analizar el impacto de cada componente, facilitando 

la comprensión del modelo. 

 

Para abordar la complejidad computacional en el pronóstico a gran escala, Prophet utiliza la 

plataforma Stan, que optimiza el proceso de ajuste del modelo. A través de este mecanismo, 

el modelo estima sus parámetros de manera eficiente y proporciona resultados de pronóstico 

de forma rápida. En esencia, Prophet adapta el marco de los Modelos Aditivos Generalizados 

(GAM) para el pronóstico de series de tiempo, la ecuación de Prophet: 

y(t) = g(t) + s(t) + h(t) + εt ( 3) 

Donde g(t) captura la tendencia, s(t) la estacionalidad, h(t) el impacto de los días festivos y 

ϵt el término de error. Este enfoque permite una estimación iterativa y convergente de cada 

componente, logrando un pronóstico preciso y con una alta capacidad de interpretación [30]. 

2.2.12 Ingeniería de Características Cíclicas en la Modelación de Series de Tiempo 

Las características cíclicas son un componente crucial en la predicción de series de tiempo, 

ya que representan patrones repetitivos u oscilaciones inherentes a los datos. Estos patrones, 

que se repiten en intervalos regulares, deben ser tratados con una ingeniería de características 

cuidadosa para que los modelos de aprendizaje automático puedan interpretarlos 

correctamente [31]. 
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Debido a su naturaleza circular, no es recomendable introducir estas variables directamente 

como valores numéricos en un modelo. En su lugar, es necesario transformarlas en un 

formato que capture su comportamiento cíclico inherente. Entre las técnicas de codificación 

más comunes se encuentran: 

 

• Codificación One-Hot: Este método es adecuado para características cíclicas que se 

pueden agrupar en categorías discretas, como los meses o las estaciones. Consiste en 

crear variables binarias que indican la presencia o ausencia de cada categoría, 

permitiendo al modelo discernir entre ellas de forma efectiva [31]. 

• Codificación Trigonométrica: Para variables continuas o periódicas como la hora 

del día o el día de la semana, se utilizan funciones trigonométricas como el seno y el 

coseno. Esta técnica proyecta la variable cíclica en un círculo unitario, preservando 

la continuidad del ciclo. Al generar solo dos nuevas características, este método 

resulta muy eficiente [31]. 

• Funciones Base: Para el tratamiento de variables cíclicas se recurre a 

transformaciones matemáticas que facilitan su análisis dentro de los modelos; 

algunas de las más empleadas son las funciones de Fourier, las gaussianas y las B-

splines. En particular, las B-splines destacan por su capacidad de representar 

comportamientos no lineales de forma flexible, ya que dividen el dominio en tramos 

y ajustan polinomios que reflejan mejor la dinámica real de los datos. 

 Mediante la aplicación de estas técnicas de codificación, las características cíclicas 

pueden integrarse de manera efectiva en un modelo predictivo, lo que le permite 

identificar y aprovechar los patrones recurrentes y valiosos presentes en las series de 

tiempo [31]. 

2.2.13 Variables Lag 

En el análisis predictivo de series de tiempo, las variables de retraso (o lag features) son 

elementos clave para capturar la dependencia temporal en los datos, estas variables consisten 

en observaciones pasadas de una serie, utilizadas como predictores para los valores futuros 

de la misma. Al integrar esta información histórica, los modelos, tanto los tradicionales como 

los de aprendizaje automático, pueden identificar y aprovechar patrones que influyen en el 

comportamiento futuro de la serie [32]. 

 

Estas variables se definen por el valor de la serie temporal en el pasado, indicado por el 

parámetro t, como ejemplo, un retraso de 1 toma el valor del punto temporal inmediatamente 

anterior, mientras que un retraso de 3 captura el valor de tres puntos temporales hacia atrás. 

Al ajustar el valor de t, es posible crear múltiples variables de retraso que incorporen 

información de diversos puntos en el pasado, lo que permite a los modelos utilizar la historia 

de los datos para la predicción [32]. 

 

Representada matemáticamente como:  

y(t) = f(Y(t − 1), (t − 2), … , +Y(tn) (4) 



29 

 

Donde el valor actual de una variable, Y(t), se modela como una función, f, de sus valores 

históricos, los valores pasados, representados por Y(t−1),Y(t−2),...,Y(t−n), se conocen como 

variables rezagadas o lags. La función f puede ser cualquier modelo estadístico o de 

aprendizaje automático, lo que permite capturar la dependencia temporal de la serie [32]. 

2.2.14 Variables Exógenas 

Las variables exógenas en los modelos de predicción son factores externos que influyen en 

los resultados del modelo. Aunque estas variables no son parte del proceso que se está 

analizando, se las incluye para mejorar la precisión y la validez de las predicciones. En otras 

palabras, estas variables, al ser independientes, nos ayudan a considerar elementos 

adicionales que pueden afectar el modelo predictivo [33]. 

2.2.15 Métricas de Evaluación 

• Coeficiente de Determinación (R2) 

Es una métrica que nos dice qué tan bien nuestro modelo explica la variabilidad de los datos, 

su valor ideal es 1, lo que significa que el modelo es perfecto, y puede ser tan bajo como 

menos infinito [34]. 

• Error Cuadrático Medio (MSE) 

Mide el error promedio de las predicciones del modelo. Su valor ideal es 0 y se acerca a 

infinito cuanto peor es el modelo. El MSE es muy útil porque, al elevar los errores al 

cuadrado, da un peso mucho mayor a las predicciones muy malas. 

Los resultados del R2 y el MSE son inversos: un modelo con un MSE bajo tendrá un R2 alto, 

y viceversa. Por lo tanto, si usas cualquiera de estas métricas para ordenar el rendimiento de 

varios modelos, el ranking final será el mismo [34]. 

• Raíz del Error Cuadrático Medio (RMSE) 

Es una métrica que se deriva del MSE (Error Cuadrático Medio). La principal ventaja del 

RMSE es que, al ser la raíz cuadrada del MSE, su valor se expresa en las mismas unidades 

que la variable que se está prediciendo. Esto lo convierte en una medida muy fácil de 

entender e interpretar para evaluar el error promedio de un modelo [34]. 

• Error Absoluto Medio (MAE)  

Mide el error promedio, pero, a diferencia del RMSE, no penaliza tanto los errores grandes. 

Esto lo convierte en una mejor opción cuando los datos contienen valores atípicos o 

incorrectos, ya que el MAE no se verá tan afectado por ellos y proporcionará una medida de 

rendimiento más general y estable del modelo, sin embargo, si el conjunto de datos de prueba 

tiene muchos valores atípicos, el rendimiento del modelo puede parecer peor de lo que 

realmente es [34]. 
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3. CAPÍTULO III. METODOLOGÍA 

3.1 Tipo de Investigación  

Este proyecto de investigación fue de tipo cuantitativo, ya que se basó en el análisis de datos 

numéricos provenientes de las estaciones meteorológicas en la provincia de Chimborazo, el 

trabajo implicó procesar y analizar grandes cantidades de datos; además, se evaluó el 

rendimiento de los modelos utilizando métricas numéricas. Este enfoque permitió cuantificar 

la precisión de las predicciones y comparar porcentualmente el desempeño de cada modelo. 

Asimismo, se trató de una investigación aplicada, ya que su meta final no fue solo generar 

conocimiento teórico también buscó crear una solución práctica y funcional: un modelo de 

predicción de temperatura, con el propósito de aportar al monitoreo y análisis climático de 

la región. 

3.2 Diseño de Investigación 

El diseño de investigación fue no experimental observacional, según el grado de 

manipulación de variables por la razón de que no se intervinieron ni se manipularon las 

variables climáticas de la provincia; en lugar de eso, el trabajo consistió en observar y 

analizar los datos que ya existían. 

Además, la construcción del modelo se basó en el comportamiento natural de estas variables 

a lo largo del tiempo, lo que estableció un diseño longitudinal, sin ninguna alteración o 

control por parte del investigador. 

3.3 Técnicas de recolección de Datos 

3.3.1 Revisión Bibliográfica 

Se llevó a cabo una revisión profunda de literatura científica y técnica, con el objetivo de 

comprender los fundamentos teóricos de la predicción de temperatura mediante técnicas de 

Machine Learning. A partir de esta revisión se analizaron investigaciones previas, enfoques 

metodológicos, algoritmos y variables comúnmente utilizadas en estudios de predicción 

climática, priorizando aquellos modelos que pueden aplicarse de manera efectiva a las 

condiciones y características de los datos de la provincia de Chimborazo. 

El análisis de la información permitió definir una base sólida de conocimiento que sirvió 

para: 

• Seleccionar los algoritmos más adecuados, tomando en cuenta las características de 

los datos meteorológicos disponibles para la provincia. 

• Evaluar mediante métricas adecuadas que permitan analizar de forma clara el 

desempeño y la precisión de los modelos de predicción. 
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3.3.2 Recolección de Datos Meteorológicos  

La recolección de los datos meteorológicos para el proyecto se llevó a cabo de manera 

indirecta, utilizando información proveniente de fuentes secundarias instrumentales. Los 

registros fueron proporcionados por la Escuela Superior Politécnica de Chimborazo a través 

del proyecto interinstitucional IDIPI-306, el cual posee una red de estaciones meteorológicas 

en ubicadas diferentes lugares de la provincia de Chimborazo. 

 

Los registros fueron obtenidos en formato NetCDF, el cual es muy utilizado en meteorología 

y climatología por su capacidad para almacenar grandes cantidades de información 

estructurada en el tiempo y el espacio. 

3.4 Población de estudio y tamaño de muestra 

3.4.1 Población  

La población de este estudio está conformada por la totalidad de los datos válidos registrados 

a lo largo de las 24 horas del día con intervalos de 1 hora por las estaciones meteorológicas 

de la provincia de Chimborazo desde el año 2013 a el año 2024, dando en su totalidad 167 

050 datos validos con la cual se entrenó los modelos Machine Learning. 

3.4.2 Muestra 

No fue necesario calcular el tamaño muestral porque se trabajó con la totalidad de los datos 

que conforman la población, debido que para entrenar modelos de aprendizaje se necesita la 

mayor cantidad de información posible, esto permite que los modelos capten mayor la 

variabilidad y patrones de los datos, lo cual es fundamental para asegurar la precisión y 

fiabilidad de las predicciones de temperatura. 

3.5 Operacionalización de las variables 

En la tabla 1 se detallan las variables que intervinieron en la investigación, tanto dependiente 

como independiente, las cuales sirvieron como base para la implementación y evaluación de 

los modelos de Machine Learning propuestos. 

Tabla 1: Variable dependiente y Variable independiente. 

Variable Independiente Descripción Indicador 

Tipo de algoritmo de 

predicción 

Representa el modelo 

Machine Learning utilizada 

para realizar la predicción 

de la temperatura. 

1. Random Forest 

2. XGBoost 

3. Prophet 

Variable dependiente Descripción Indicador 

Desempeño 

Precisión o capacidad del 

modelo para realizar 

predicciones cercanas a los 

Porcentaje %. 
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valores reales de 

temperatura en la región 

estudiada. 

 

3.6 Métodos de análisis, y procesamiento de datos.  

Se puede observar en la figura 8 las fases realizadas para completar la investigación, las 

cuales describen de manera secuencial el proceso metodológico seguido desde la 

recopilación y procesamiento de los datos hasta la implementación y evaluación del modelo 

de predicción de temperatura. 

 

 
Figura 8. Fases de trabajo del proyecto de investigación. 

3.7 Fase 1 

3.7.1 Revisión Bibliográfica  

En esta fase se realizó una revisión minuciosa de la literatura científica y técnica con el fin 

de conocer el estado actual de las investigaciones relacionadas con la predicción de 

temperatura mediante técnicas de Machine Learning. Se analizaron artículos científicos, 

trabajos de titulación y repositorios especializados, lo que permitió identificar tanto las 

metodologías más empleadas como las variables que han demostrado mayor relevancia en 

estudios previos sobre predicción climática. 

 

A partir de la revisión, se seleccionaron tres modelos de aprendizaje automático:  

 

• Random Forest 
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• XGBoost 

• Prophet 

La elección de los modelos se fundamentó en criterios técnicos relacionados con su 

capacidad para manejar datos meteorológicos, su precisión demostrada en la literatura y su 

robustez ante problemas comunes en series temporales, como valores faltantes y las 

relaciones no lineales. 

 

A continuación, en la tabla 2 se presenta algunas de las ventajas detalladamente por la cuales 

se eligieron los tres modelos ya mencionados. 

 

Tabla 2: Ventajas de modelos de Machine Learning. 

Modelo Ventajas principales 

Random 

Forest 

• Manejo adecuado de datos incluso con valores faltantes y ruido sin 

afectar significativamente la precisión. 

• Capaz de modelar comportamientos no lineales presentes en las 

variables. 

• Al promediar múltiples árboles de decisión reduce el sobreajuste. 

• facilita la comprensión del modelo a través del análisis de la importancia 

de las variables. 

XGBoost 

• Alta nivel de precisión y eficiencia computacional gracias a su 

optimización basada en gradiente. 

• Permite capturar relaciones complejas y con comportamiento no lineal. 

• Reduce el riesgo de sobreajuste utilizando regularización L1 y L2. 

• Logra un óptimo desempeño en datos tabulares con diversas 

características. 

Prophet 

• Es un modelo que se diseñó específicamente para predicciones 

temporales. 

• Identifica y modela automáticamente tendencias, estacionalidades y 

efectos externos. 

• Tolera datos faltantes y valores atípicos conservando su rendimiento. 

• Permite añadir variables internas como radiación solar, humedad, etc. 

 

3.8 Fase 2 

En la fase 2, el proceso de acoplamiento, diseño, calibración y ejecución se realizó para todas 

las estaciones meteorológicas incluidas en el estudio; sin embargo, con el fin de evitar una 

extensión excesiva del documento y mantener la claridad en la presentación, se tomó como 

estación de referencia aquella que presentó el mayor porcentaje de datos válidos, utilizando 

sus resultados como ejemplo representativo del procedimiento aplicado al conjunto total de 

estaciones. 
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Cabe recalcar que, a partir de esta fase el desarrollo se realizó en el entorno de programación 

Visual Studio Code, utilizando el lenguaje de programación Python por su versatilidad en el 

manejo de datos y su compatibilidad con librerías especializadas en Machine Learning. 

3.8.1 Recolección de datos meteorológicos 

En esta etapa se realizó la recolección de los datos meteorológicos la cual constituyó la base 

fundamental para el desarrollo del modelo de predicción. La información fue proporcionada 

por la Escuela Superior Politécnica de Chimborazo (ESPOCH), la cual cuenta con una red 

de estaciones meteorológicas repartidas en diferentes lugares de la provincia de Chimborazo. 

 

Los datos se recibieron en formato NetCDF (.nc), el cual permite almacenar grandes 

cantidades de información climatológica estructurada en múltiples dimensiones, como 

tiempo, latitud, longitud y un total de 52 variables meteorológicas como se puede observar 

en la figura 9. 

 

 
Figura 9. Archivo NetCDF (.nc) de los datos meteorológicos recibidos. 

Posteriormente, se efectuó un control de las 52 variables meteorológicas obtenidas para la 

elección de las variables principales que ayudaron a lograr el objetivo de predecir la 

temperatura:  

 

o temperatura promedio (TA Avg),  

o presión atmosférica (PA Avg),  

o humedad relativa (RH Avg),  

o radiación solar global (SR_Glob Avg), 

o velocidad promedio del viento (GenWind SpdAvg). 

 

La elección de estas variables se dio por su influencia directa y comprobada en los procesos 

de variación térmica atmosférica; en conjunto, estos parámetros permitieron capturar los 

principales procesos termodinámicos y energéticos del ambiente, garantizando que los 

modelos de Machine Learning utilizados dispusieran de información representativa para 

realizar predicciones precisas y confiables de temperatura en la provincia. 
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Cada conjunto de datos se analizó para su posterior procesamiento, y así lograr obtener datos 

limpios para entrenar los modelos seleccionados previamente, garantizando la calidad y 

coherencia de la información. 

3.8.2 Acoplamiento de los datos mediante interpolación  

➢ Detección de datos inválidos 

Se realizó una lectura para obtener los porcentajes de datos válidos que correspondían a todas 

las estaciones meteorológicas consideradas en esta investigación. Los resultados obtenidos 

se presentan en la Figura 10, donde se visualiza el porcentaje de datos válidos por estación, 

lo cual fue fundamental para determinar la necesidad de aplicar técnicas de interpolación y 

limpieza antes de entrenar los modelos de predicción. 

 

 
Figura 10. Porcentajes de los datos meteorológicos por estación. 

Gracias a los porcentajes de datos validos obtenidos, se tomó la decisión de descartar la 

estación GUARGUALLA y la estación CHOCAVI por tener muy poca información valida. 

 

De igual manera se realizó una lectura para obtener el porcentaje de datos validos de las 

variables por año de cada estación como se observa en la Figura 11. 

 

 
Figura 11. Porcentajes de datos validos anual estación ESPOCH. 
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Cabe mencionar que este proceso se realizó para todas las estaciones meteorológicas y así 

obtener información más precisa para su procesamiento. 

➢ Interpolación  

En primer lugar, se desarrolló un script para eliminar todas las filas que tenían un valor NaN 

o inválido en la columna de temperatura TA Avg. Este proceso se realizó porque no se 

recomienda forzar interpolación en la variable objetivo; además, garantiza que el modelo 

solo use datos reales y confiables, evitando introducir valores artificiales que podrían sesgar 

la predicción. 

 
Figura 12. serie temporal de la temperatura promedio del aire (TA Avg) registrada por la estación ESPOCH 

durante el periodo 2013–2024. 

En la Figura 12 se observa la línea azul que representa los datos válidos de temperatura, 

mientras que los puntos rojos corresponden a los registros eliminados por contener valores 

inválidos o físicamente inconsistentes de la estación ESPOCH durante el período 2013-2024. 

 

Una vez realizado el paso anterior se procedió a interpolar los valores faltantes de las demás 

variables, en este caso se utilizó interpolate(method='time'), el cual nos sirvió para 

rellenar valores (NaN) en una serie temporal usando la información del tiempo como 

referencia.  

 

En la Figura 13 se observa la evolución temporal de las variables de Radiación Global y 

Humedad Relativa, donde los valores reales e interpolados se representan mediante una línea 

celeste y verde respectivamente, mientras que los puntos rojos son una marcación visual para 

indicar exactamente en qué tiempo se aplicó la interpolación.  
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Figura 13. Evolución temporal de la radiación (SR_Glob Avg)  y humedad relativa (RH Avg) con valores 

interpolados. 

El método utilizado realizó la estimación de los valores ausentes en función del tiempo; es 

decir, utilizó la distancia temporal entre los registros válidos anteriores y posteriores al valor 

faltante para calcular un dato intermedio, asumiendo que el cambio entre ambos puntos 

ocurre de forma lineal y continua. De este modo, el método mantuvo la coherencia temporal 

de la serie evitando introducir saltos bruscos ni valores fuera del rango esperado. 

 

No obstante, cuando los intervalos sin datos son extensos, la interpolación genera tramos 

lineales prolongados como se observa, por ejemplo, entre los años 2023 y 2024, los cuales 

no reflejan un comportamiento físico real de la radiación solar, sino una estimación 

matemática basada únicamente en los extremos 

 

En la Figura 14 se muestra un diagrama de cajas comparativo que indica cómo fue el cambio 

de la distribución de las variables después de aplicar la interpolación temporal. 

 
Figura 14. Efecto de la interpolación temporal en la distribución de los datos de las variables de Radiación 

Solar y Humedad Relativa. 
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SR_Glob Avg (Radiación Solar Global): 

• Antes de interpolar: 

o Se observa una caja más alta y extendida, esto indica alta dispersión de 

valores y posiblemente huecos (NaN) que hacían variar mucho las 

estadísticas (mediana y cuartiles). 

o Los valores máximos llegan cerca de 1400 W/m², lo cual es típico en picos 

de radiación solar. 

• Después de interpolar: 

o Ahora se observa que la caja tiene mayor compacidad y la mediana bajó un 

poco, esto ocurre porque la interpolación suavizó la variabilidad extrema, 

completando datos intermedios con valores intermedios y reduciendo los 

saltos. 

o El resultado es una señal más continua y con menos outliers, en otras 

palabras, los datos ahora representan mejor la tendencia promedio diaria de 

la radiación solar, sin grandes huecos. 

RH Avg (Humedad Relativa Promedio) 

• Antes de interpolar: 

o Se nota una distribución bastante estable la caja está alta y concentrada entre 

70 % y 90 %, eso significa que había pocos vacíos o variaciones anormales. 

• Después de interpolar: 

o Observamos que la caja casi no cambia, lo cual es muy bueno, esto significa 

que la interpolación no distorsionó la distribución original solo rellenó 

algunos vacíos sin alterar la estructura general de los datos. 

o La mediana (~80 %) se mantiene igual, lo que confirma una interpolación 

coherente. 

 

Finalmente, después de haber realizado el proceso descrito se obtuvo un nuevo archivo 

procesado y depurado en extensión .csv como se muestra en la Figura 15, el cual constituyó 

la base principal para la siguiente fase del estudio: la selección, diseño y ejecución de los 

modelos de Machine Learning aplicados a la predicción de la temperatura en la provincia de 

Chimborazo. 
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Figura 15. Modelo final de archivos .csv procesado. 

3.8.3 Diseño y Calibración de los modelos Machine Learning 

Anteriormente, en la Fase 1 se seleccionó 3 modelos ML para realizar las predicciones, a 

continuación, se detalla cómo se diseñaron y calibraron para cumplir el objetivo planteado. 

 

Tabla 3: Proceso General de Construcción de los Modelos Predictivos. 

N° PASO DESCRIPCIÓN 

1 Prepara datos Se carga datos, se convierte la columna de fecha y hora en 

tipo datetime , y se validan los valores. 

2 Generar variables Se crean variables temporales, cíclicas, lag y meteorológicas. 

3 Dividir dataset Separamos los datos para obtener 98% de valores para 

entrenar el modelo y el 0.02% para comparar con los datos 

predichos. 

4 Entrenar modelos Se entrena lo modelos RF, XGBoost y Prophet con sus 

hiperparámetros específicos de cada modelo. 

5 Predecir Se genera valores de temperatura predichos para obtener un 

conjunto de prueba. 

6 Evaluar el 

rendimiento 

Se calcula las métricas de error R2 y MAE. 

7 Visualizar 

resultados 

obtenidos 

Se grafica valores reales vs predichos para comparar, además 

de generar tablas de datos las temperaturas reales y predichas. 

 

Los modelos se estructuraron principalmente para predecir la temperatura promedio horaria 

(TA Avg) que fue considerada como variable objetivo a partir de un conjunto de variables 

meteorológicas y temporales previamente procesadas. Se seleccionó como variables 

predictoras: 

 

o Factores temporales: hora, día, mes y año 

o Presión atmosférica (PA Avg) 

o Humedad relativa (RH Avg) 

o Radiación solar global (SR_Glob Avg) 
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o Velocidad del viento (GenWind SpdAvg) 

 

• Variables cíclicas 

Para poder capturar patrones estacionales y cíclicos propios de los datos meteorológicos, se 

transformaron las variables de tiempo mediante funciones trigonométricas seno y coseno, 

obteniendo componentes como:  

 

o hour_sin 

o hour_cos 

o month_sin 

o month_cos 

 

• Variables Lag 

Adicionalmente, se incorporó variables de retardo (lag), que permiten representar la 

dependencia temporal de la temperatura con respecto a valores anteriores. En este caso, se 

crearon los siguientes retardos: 

 

o Temperatura promedio con 1 y 24 horas de desfase (temp_lag1, temp_lag24). 

 

• Split temporal 

 

El Split temporal se creó porque no se puede dividir el conjunto de datos aleatoriamente, eso 

rompería el orden cronológico y haría que el modelo “viera el futuro” durante el 

entrenamiento 

. 

Por esa razón: 

 

o El Split temporal separa los datos según la fecha, no al azar. 

 

Después de varias pruebas realizadas se llegó a un punto de mejor rendimiento: 

 

o Los datos más antiguos se usan para entrenar al modelo ➔ 98% de datos. 

o Los datos más recientes se reservan para validar o probar el modelo ➔ 0.02% de 

datos. 

 

Se debe mencionar que este proceso de diseño se realizó principalmente para los modelos 

Random Forest y XGBoost, para Prophet se diseñó con una metodología similar 

exceptuando pequeños cambios y definiciones.  

 

a) Random Forest 
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El diseño del modelo predictivo de temperatura que utiliza un enfoque de aprendizaje 

supervisado basado en el algoritmo Random Forest Regressor, se implementó en el lenguaje 

de programación Python por medio de la librería scikit-learn, inmediatamente después del 

diseño se procedió a su respectiva calibración para encontrar los valores ideales para 

encontrar el mejor rendimiento del modelo. 

• Hiperparámetros 

Para el diseño se seleccionaron 3 hiperparámetros básicos con el fin de entrenar al modelo 

correctamente. 

 

o n_estimators, corresponde a la cantidad de árboles de decisión que van a 

conformar el bosque aleatorio. 

 

o random_state, con esto se asegura la repetibilidad de los resultados en n 

ejecuciones. 

 

o n_jobs, optimiza el tiempo de entrenamiento al aprovechar todos los núcleos 

disponibles del procesador . 

 

Los hiperparámetros de Random Forest se establecieron a partir de pruebas preliminares 

realizadas.  

 

o Se seleccionó n_estimators = 200 porque al incrementar el número de árboles de 

decisión (por ejemplo, 300 - 500) no mejoraron las métricas de evaluación de una 

manera relevante, pero en cambio el costo computacional aumento de manera 

notable, es decir, el tiempo de entrenamiento aumento significativamente.  

 

o Se fijó random_state = 42 con el fin de garantizar la reproducibilidad de los 

resultados, considerando la aleatoriedad propia del algoritmo como el muestreo 

bootstrap y selección de atributos. 

 

o  Finalmente, n_jobs = -1 se emplea para aprovechar todos los núcleos disponibles del 

CPU , lo que permitió reducir el tiempo de entrenamiento sin comprometer la calidad 

del ajuste. 

 
Figura 16. Árbol de decisión del modelo Random Forest (Profundidad 3 niveles). 
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Para realizar el ajuste del modelo se usó el método fit(), este método entrena el conjunto 

de árboles de decisión a partir de los datos de entrada, posteriormente se aplicó el método 

predict() con el fin de estimar los valores de temperatura correspondientes al conjunto de 

prueba. 

b) XGBoost 

 

Para la predicción de la temperatura promedio se diseñó un modelo de regresión basado en 

XGBRegressor.  

 

• Hiperparámetros 

 

o n_estimators = 200: es el número de árboles que se crearon: proporciona 

estabilidad y buen rendimiento sin un costo computacional excesivo. 

 

o learning_rate = 0.05:  Se adoptó un ritmo de aprendizaje moderado para 

garantizar una convergencia estable del modelo. 

 

o max_depth = 8: Este valor estableció una profundidad máxima de los árboles que 

permite modelar relaciones no lineales relevantes evitando un sobreajuste 

excesivo. 

 

o subsample = 0.8, colsample_bytree = 0.8: Se aplicó un muestreo de filas y 

columnas en cada árbol con el objetivo de reducir varianza y mejorar su capacidad 

de generalización. 

 

o random_state = 42: Valor de semilla fija para que se garantice la repetibilidad de 

los resultados en cada ejecución. 

 

o n_jobs = -1: paraleliza el entrenamiento usando todos los núcleos disponibles para 

acelerar la ejecución 

Los valores de hiperparámetros seleccionados constituyen un compromiso entre robustez 

predictiva y costo computacional los valores seleccionados después de la calibración de 

n_estimators y learning_rate proporcionan suficiente capacidad de modelado con 

estabilidad; subsample y colsample_bytree reducen la varianza sin pérdida significativa de 

información y la semilla aleatoria y la paralelización se fijaron para reproducibilidad y 

eficiencia. 

• Entrenamiento y evaluación 

 

o El modelo fue entrenado con (model.fit), aquí es donde ocurrió el aprendizaje 

ya que contiene las variables predictoras y la variable objetivo. 
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Durante el entrenamiento, XGBoost construye secuencialmente 200 árboles de decisión, 

cada nuevo árbol intenta corregir los errores de la combinación de árboles anteriores, 

siguiendo el principio de Gradient Boosting. El objetivo fue minimizar una función de 

pérdida (en regresión, generalmente el error cuadrático medio) ajustando las estructuras 

de los árboles. 

 

o La predicción se llevó a cabo sobre el conjunto de prueba mediante el método 

model.predict(), el cual hace uso del modelo ya entrenado para estimar valores 

sobre un nuevo conjunto de datos. 

 

La predicción de obtuvo a partir de la suma de las estimaciones generadas por los 200 

árboles de decisión para cada instancia, las cuales fueron ponderadas por el 

learning_rate. Posteriormente se compara el resultado con la verdadera variable objetivo 

del conjunto de prueba para calcular métricas de error (como el MAE o R2). 

 

a) Prophet 

En el diseño del modelo Prophet se incluyó variables meteorológicas adicionales y retardos 

temporales (lags) como regresores externos. Seguidamente, se detalla el proceso realizado 

para su diseño, la preparación de datos y también la calibración del modelo. 

• Estructura de Dato para Prophet 

El modelo requirió un formato de datos específico que incluyó determinadas columnas: 

o ds: Corresponde a la marca temporal, es decir, el instante exacto en el que cada dato 

es registrado. 

o y: Variable objetivo (temperatura promedio) 

Además, se añadieron como regresores externos las variables meteorológicas relevantes: 

o Humedad relativa (RH Avg), 

o Radiación solar global (SR_Glob Avg), 

o Velocidad del viento (GenWind SpdAvg), 

o Presión atmosférica (PA Avg), 

o Y las variables lag previamente generadas  

• Hiperparámetros 

 

Figura 17. Calibración de hiperparámetros para Prophet. 
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Para calibrar el modelo Prophet, se evaluaron diversos valores de hiperparámetros con el fin 

de optimizar el desempeño predictivo en la estimación de la temperatura promedio. Como 

se observa en la figura 17: 

 

o Se habilitaron las componentes anual, semanal y diaria debido a que las variaciones 

térmicas presentan comportamientos cíclicos en múltiples escalas temporales. 

 

o Asimismo, se adoptó el modo de estacionalidad multiplicativo, ya que la amplitud 

de las oscilaciones de temperatura varía en función de la tendencia general; es decir, 

en periodos más cálidos las fluctuaciones son mayores y en periodos fríos, menores, 

comportamiento que el modo aditivo no reproduce adecuadamente. 

 

o Finalmente, se definió el parámetro changepoint_prior_scale = 0.01, con el fin 

de restringir la flexibilidad de la tendencia y así reducir el riego de sobreajuste.  

 

La configuración de los hiperparámetros seleccionados permitieron obtener un modelo 

estable, capaz de representar las principales variaciones estacionales y temporales de la 

temperatura, manteniendo al mismo tiempo un nivel adecuado de generalización en los datos 

de prueba. 
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4. CAPÍTULO IV. RESULTADOS Y DISCUSIÓN 

4.1. RESULTADOS 

4.1.1. Ejecución del modelo ML para descubrir patrones de temperatura 

• Random Forest  

En la Figura 18 se observa la comparación temporal entre la temperatura real y la 

temperatura predicha por el modelo Random Forest, como se observa ambas series 

mantienen una tendencia similar, lo que indica que el modelo logró capturar adecuadamente 

los patrones temporales de variación de la temperatura. Las diferencias puntuales pueden 

deberse a factores atmosféricos no contemplados en las variables de entrada o a la naturaleza 

aleatoria de las condiciones meteorológicas. 

 

 
Figura 18. Gráfica de líneas temporales Temperatura Real vs Predicha del modelo Random Forest para la 

estación ESPOCH. 

La Figura 19 se presenta una comparación directa entre los valores reales y los valores 

predichos por el modelo. El análisis permitió apreciar tanto la magnitud como la dirección 

de los errores, además de permitir evaluar la consistencia del modelo en distintos puntos del 

tiempo. 

 

 
Figura 19. Valores de temperatura reales vs. predichos del modelo Random Forest para la estación ESPOCH. 
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• XGBoost 

La figura 20 muestra un alto nivel de rendimiento del modelo, ya que la línea de Temperatura 

real (azul) y la línea de Temperatura predicha por el modelo XGBoost (naranja) se 

superponen significativamente y siguen el mismo patrón de fuerte estacionalidad diaria 

(picos de calor durante el día y valles de frío durante la noche) a lo largo de los meses de 

marzo, abril y principios de mayo de 2024. Se observa que el modelo tiende a suavizar la 

curva, subestimando ligeramente los picos más altos y sobreestimando los valles más bajos, 

lo que indica una ligera falta de sensibilidad a los valores extremos y una predicción más 

conservadora de la volatilidad. 

 

Figura 20. Gráfica de líneas temporales Temperatura Real vs Predicha del modelo XGBoost para la estación 

ESPOCH. 

La tabla de datos que se observa en la figura 21, muestra una porción de las predicciones 

cuantifica la precisión del modelo en un día específico, revelando que el error absoluto es 

generalmente bajo. Se puede notar una subestimación consistente de la temperatura real 

durante las horas pico de calor, donde la diferencia entre el valor real y el predicho es máxima 

(por ejemplo, a las 14:00 la temperatura real es 19.831 °C y la predicha es 19.2057 °C), sin 

embargo, a las 18:00, el modelo sobreestima ligeramente la temperatura, prediciendo 

17.4955 °C frente a un valor real de 17.239 °C, lo que sugiere que el modelo transita 

rápidamente de subestimar el pico a sobreestimar el descenso de la curva de temperatura. 

 

 
Figura 21. Valores de temperatura reales vs. predichos del modelo XGBoost para la estación ESPOCH. 
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• Prophet 

La Figura 22 demuestra que el modelo Prophet es altamente efectivo para el pronóstico 

de esta serie de tiempo, ya que la línea de Temperatura predicha (naranja) se superpone 

y sigue muy de cerca a la línea de Temperatura real (azul) a lo largo de los tres meses, 

capturando la fuerte estacionalidad diaria con gran precisión, aunque el modelo logra 

ajustarse mejor a la magnitud de los picos y valles que el XGBoost, todavía presenta un 

ligero suavizado de las variaciones extremas. La principal fortaleza de Prophet reside en 

su capacidad para modelar la estructura temporal subyacente (tendencia y 

estacionalidad) de la serie, lo cual resulta en una predicción consistentemente cercana a 

los valores observados durante el período. 

 
Figura 22. Gráfica de líneas temporales Temperatura Real vs Predicha del modelo Prophet para la estación 

ESPOCH. 

Los valores que se presentan en la figura 23, que se enfoca en las predicciones, confirma la 

alta precisión del modelo, mostrando errores absolutos bajos, especialmente durante las 

primeras horas de la mañana (ej. 0.126 °C a las 9:00). No obstante, la tabla revela un cambio 

en el sesgo del modelo durante la tarde: el modelo tiende a subestimar ligeramente el pico 

de temperatura máxima (ej. 19.426 °C predicho vs. 19.831°C real a las 14:00), pero 

inmediatamente después comienza a sobreestimar la temperatura real, prediciendo una caída 

de temperatura más lenta de lo que ocurre en realidad (ej. 17.818 °C predicho vs. 17.239 °C 

real a las 18:00), lo que sugiere que Prophet podría estar demorando la predicción del 

descenso vespertino de la temperatura. 

 

 
Figura 23: Valores de temperatura reales vs. predichos del modelo Prophet para la estación ESPOCH. 
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4.1.2. Comparación de Modelos Machine Learning 

Para evaluar el desempeño de los modelos de predicción de temperatura diseñados se 

emplearon métricas ampliamente utilizadas en predicciones climáticas o en series de tiempo: 

Coeficiente de Determinación (R2) y Error Absoluto Medio (MAE). El R2 cuantifica la 

proporción de la varianza en la variable predictora que es predecible a partir de las variables 

exógenas utilizadas para entrenar lo modelos, mientras que el MAE representa el promedio 

de las magnitudes de los errores en las unidades originales de la variable (temperatura en 

°C). 

 

El rendimiento de cada algoritmo para las 11 estaciones se presenta en las Tablas 4, 5 y 6. 

• Random Forest  

Tabla 4: Métricas de Evaluación del Modelo Random Forest: Coeficiente de Determinación y Error Absoluto 

Medio. 

Estación R^2 MAE 

Espoch 98% 0.313 °C 

Alao 96% 0.559 °C 

Atillo 92.2% 0.681 °C 

Cumandá 97.2% 0.231 °C 

Matus 95.6% 0.454 °C 

Multitud 90.8% 0.383 °C 

Quimiag  90% 0.753 °C 

San Juan 96.7% 0.451 °C 

Tixán 95% 0.605 °C 

Tunshi 96.7% 0.422 °C 

Urbina 96.9% 0.355 °C 

 

• XGBoost 

Tabla 5: Métricas de Evaluación del Modelo XGBoost: Coeficiente de Determinación y Error Absoluto 

Medio. 

Estación R^2 MAE 

Espoch 98.3% 0.291 °C 

Alao 96.5% 0.531 °C 

Atillo 91.3% 0.691 °C 

Cumandá 98% 0.200 °C 

Matus 96.6% 0.405 °C 

Multitud 90.9% 0.375 °C 

Quimiag  87.8% 0.821 °C 

San Juan 97.2% 0.417 °C 

Tixán 96.1% 0.539 °C 
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Tunshi 97.2% 0.392 °C 

Urbina 97.3% 0.325 °C 

 

• Prophet 

Tabla 6:Métricas de Evaluación del Modelo Prophet: Coeficiente de Determinación y Error Absoluto Medio. 

Estación R^2 MAE 

Espoch 98.2% 0.298 °C 

Alao 94.6% 0.652 °C 

Atillo 89.8% 0.740 °C 

Cumandá 96.9% 0.247 °C 

Matus 97.1% 0.384 °C 

Multitud 50.2% 0.568 °C 

Quimiag  89.4% 0.696 °C 

San Juan 96.3% 0.417 °C 

Tixán 96% 0.548 °C 

Tunshi 96.1% 0.456 °C 

Urbina 95.1% 0.417 °C 

 

Para determinar el modelo con el mejor desempeño para cada ubicación, se aplicó el 

siguiente criterio: se seleccionó el modelo con el MAE más bajo (precisión mínima de error) 

y con el R2 más alto (máximo ajuste). Esto aseguró que el modelo elegido no solo sea el más 

preciso, sino también el que mejor explica la varianza de la temperatura. 

 

La figura 24 resume visualmente esta clasificación final, ubicando cada una de las 11 

estaciones en el círculo del modelo que les otorgó la mejor métrica combinada. 

 

  

 
Figura 24. Clasificación de las 11 Estaciones según el Modelo con la Mejor Métrica Combinada MAE 

Mínimo y R2 Máximo. 
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La interpretación revela tendencias claras en la superioridad de los modelos para diferentes 

microclimas: 

• El modelo XGBoost resultó ser el que mejor desempeño mostro en 8 de las 11 

estaciones, su dominio incluye las estaciones con el mejor rendimiento absoluto: 

Cumandá (MAE = 0.200 °C, R2 = 98%) y Espoch (MAE = 0.291 °C, R2 = 98.3%). Esto 

subraya que la arquitectura de boosting es la más efectiva para capturar la compleja 

relación no lineal de las variables climáticas. 

 

• El modelo Prophet presento un mejor desempeño en las estaciones de Matus (MAE = 

0.384 °C, R2 = 97.1%) y Quimiag (MAE = 0.696 °C). En particular se observa un valor 

elevado de R2 en Matus, esto sugiere que la modelación de la estacionalidad en esta 

ubicación resultó ser el enfoque más adecuado para representar el comportamiento 

climático. 

 

• El modelo Random Forest fue la mejor opción para la estación Atillo (MAE=0.681 °C), 

si bien el valor del MAE es más alto que en otras estaciones, el modelo logró en este 

caso el mejor equilibrio entre las métricas de desempeño evaluadas. 

4.1.3. Validación: Análisis ANOVA  

Para validar las diferencias en el sesgo (la tendencia promedio a subestimar o sobreestimar) 

de los modelos, se aplicó un Análisis de Varianza (ANOVA) a los residuos o errores simples 

de la estación Cumandá (el mejor caso de rendimiento). Los residuos se definieron como la 

resta directa entre la temperatura real y la predicha (R = Tem_Real – Temp_Predicha). 

 

El objetivo fue evaluar si la media del error simple, entendida como el sesgo promedio, 

presentaba diferencias significativamente diferente entre los modelos R1 (Prophet), R2 

(Random Forest), y R3 (XGBoost). 

• Resultados del Análisis ANOVA 

 

Tabla 7: Resumen de la prueba ANOVA para la diferencia de medias de error simple en la estación Cumandá. 

ANOVA 

Temp   

 

Suma de 

cuadrados gl 

Media 

cuadrática F Sig. 

Entre grupos ,319 2 ,159 1,694 ,184 

Dentro de 

grupos 

327,780 3486 ,094 
  

Total 328,098 3488    

 

En la tabla 7 se observa el valor de significancia (p-valor) obtenido es 0.184. Dado que p > 

α  (donde α = 0.05), se concluye que no existe una diferencia estadísticamente significativa 
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en el sesgo promedio entre los tres modelos. Es decir, a pesar de las diferencias en precisión 

(MAE), el promedio de los errores de subestimación y sobreestimación de los tres modelos 

es estadísticamente el mismo. 

 

Tabla 8: Pruebas Post Hoc HSD de Tukey, estación Cumandá. 

 

HSD Tukeya   

Modelos N 

Subconjunto 

para alfa = 

0.05 

1 

R3 1163 ,0763 

R2 1163 ,0910 

R1 1163 ,0995 

Sig.  ,164 

 

La tabla 8 muestra que las pruebas HSD de Tukey confirman que, aunque los modelos no 

son estadísticamente diferentes, XGBoost (R3) presenta la menor media de error simple 

(0.0763). Esto indica que el sesgo de XGBoost es marginalmente más cercano a cero, lo que 

lo convierte en el modelo menos propenso a subestimar o sobreestimar consistentemente, 

aunque la diferencia no sea significativa. 

 

 
Figura 25. Media del Error Simple (Sesgo) de los Modelos (R1, R2, R3). 

El análisis ANOVA determinó que las diferencias no son estadísticamente significativas, si 

se observa la figura 25 se certifica la conclusión basada en las métricas: XGBoost (R3) 

presenta el mejor desempeño consistente en la estación Cumandá, tanto en precisión (MAE) 

como en la minimización del sesgo promedio. 
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5. CAPÍTULO V. CONCLUSIONES Y RECOMENDACIONES 

5.1. CONCLUSIONES  

• Estudiar el estado de arte permitió seleccionar los algoritmos Machine Learning más 

relevantes para la predicción climática, este análisis guio la decisión de utilizar 

algoritmos de regresión basados en árboles de decisión como Random Forest y 

XGBoost, además modelos de series de tiempo como Prophet, reconociéndolos como 

las herramientas adecuadas para la estimación precisa de la temperatura. La evaluación 

práctica demostró que los modelos de Boosting superan a los modelos de series de 

tiempo específicos y de Bagging en la mayoría de los casos de uso para la predicción 

de temperatura. 

 

• El desarrollo exitoso de los modelos de predicción se basó en un riguroso proceso 

metodológico que aseguró la calidad y el entrenamiento efectivo de los algoritmos. Este 

proceso incluyó la limpieza y el preprocesamiento exhaustivo de los datos 

meteorológicos históricos, la implementación de técnicas clave de Ingeniería de 

Características como las variables lag y cíclicas, y el papel fundamental de las variables 

exógenas en el entrenamiento; todo esto resultó esencial para que los algoritmos de 

Machine Learning pudieran capturar con precisión tanto los patrones de estacionalidad 

como la dependencia temporal inherente a la serie de temperaturas. 

 

• La evaluación de los modelos mediante métricas de análisis MAE, R2 y ANOVA 

demostró que: El desempeño de XGBoost es significativamente alta, con un R2 

promedio superior al 96% en la mayoría de las estaciones meteorológicas .El Análisis 

de Varianza (ANOVA) en la estación Cumandá indicó que no existe una diferencia 

estadísticamente significativa en el sesgo promedio de los tres modelos, no obstante, 

las pruebas post hoc confirmaron que XGBoost  presenta el mejor desempeño en la 

predicción de temperatura en la ya mencionada estación. 
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5.2.  RECOMENDACIONES 

• Una vez optimizado los modelos, desarrollarlos de manera online e implementarlo 

en un entorno de producción (como una plataforma web o un sistema de monitoreo 

automatizado). Esto permitirá a las autoridades locales, agrícolas y de gestión de 

riesgos utilizar el sistema de predicción como una herramienta de alerta temprana 

para tomar decisiones informadas ante variaciones extremas de temperatura. 

 

• Para aumentar la precisión predictiva, se recomienda integrar variables exógenas 

adicionales, estas pueden incluir datos geográficos como la latitud, longitud y altitud, 

además tratar de no perder grandes cantidades de datos climatológicos, si se daña 

algún sensor tratar de reponerlo de manera inmediata para así no afectar la 

continuidad de las series temporales. 

 

• Es fundamental establecer un protocolo de validación y reentrenamiento periódico 

de los modelos especialmente del que obtuvo el mejor desempeño. A medida que 

cambian los patrones climáticos o se dispone de nuevos datos, el modelo debe ser 

ajustado con la información más reciente para asegurar que mantenga su capacidad 

de generalización y evite la degradación del rendimiento. 
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ANEXOS 

• Código en Python del preprocesamiento datos obtenidos de la estación meteorológica 

 

import xarray as xr 

import pandas as pd 

import numpy as np 

 

# cargo el archivo de las estaciones meteorologicas 

archivo = 'DatosEstaciones.nc' 

 

# Abro el archivo .nc 

ds = xr.open_dataset(archivo) 

 

# imprimo  

ds.head() 

 

# Imprimo estaciones disponibles 

print("Estaciones:", ds['estacion'].values) 

 

# elejijo la estacion y las fechas de los datos  

estacion = 'ESPOCH'   

inicio = '2013-01-01' 

fin = '2024-12-31' 

 

# 4. Filtro por estación y rango de tiempo 

ds_filtrado = ds.sel(estacion=estacion, Tiempo=slice(inicio, fin)) 

 

# 5. Convierto a DataFrame  

df_datos = ds_filtrado.to_dataframe() 

 

# df_datos.to_csv(f'{estacion}_{inicio[:4]}_{fin[:4]}.csv') 

# print("Exportado:", f'{estacion}_{inicio[:4]}_{fin[:4]}.csv') 

 

print("Columnas de datos de las estaciones: 

",list(df_datos.columns)) 

 

df_datos.head(2) 

 

# Si no existe la columna 'Tiempo', la recupero desde el índice 

if 'Tiempo' not in df_datos.columns: 

    df_datos = df_datos.reset_index() 

    if 'index' in df_datos.columns: 

        df_datos = df_datos.rename(columns={'index': 'Tiempo'}) 
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# esta es la estructura esperada de las variables 

estructura_esperada = [ 

    'Tiempo', 'TA Avg','TA Max','TA Min','RH Avg','RH Max','RH Min', 

    'PA Avg','PA Max','PA Min','SR_Dif Avg','SR_Dif Max','SR_Dif 

Min','Sum_SR_Dif', 

    'SR_Glob Avg','SR_Glob Max','SR_Glob Min','Sum_SR_Glob', 

    'TS_TG1 Avg','TS_TG1 Max','TS_TG1 Min', 

    'TS_TG2 Avg','TS_TG2 Max','TS_TG2 Min', 

    'TS_TG3 Avg','TS_TG3 Max','TS_TG3 Min', 

    'TS_TG4 Avg','TS_TG4 Max','TS_TG4 Min', 

    'TS_TG5 Avg','TS_TG5 Max','TS_TG5 Min', 

    'TS_TG6 Avg','TS_TG6 Max','TS_TG6 Min', 

    'TS_TG7 Avg','TS_TG7 Max','TS_TG7 Min', 

    'GenWind SpdMin','GenWind WRun','GenWind DirAvg','GenWind 

DirMax', 

    'GenWind GustDir','GenWind GustH','GenWind GustM', 

    'GenWind SpdAvg','GenWind SpdMax', 

    'WindChill Avg','WindChill Max','WindChill Min', 

    'QMBATT meas','Sum_PR','estacion','latitud','longitud' 

]  # Total 55 

 

# valido la estructura 

enc = list(df_datos.columns) 

if len(enc) != len(estructura_esperada): 

    print(f"Columnas: actual={len(enc)}, 

esperado={len(estructura_esperada)}") 

else: 

    difer = [(i, e, a) for i, (e, a) in 

enumerate(zip(estructura_esperada, enc)) if e != a] 

    if difer: 

        print("Columnas diferentes en posiciones:") 

        for i, e, a in difer: 

            print(f"  pos {i}: esperado '{e}' pero '{a}'") 

    else: 

        print("Estructura correcta (55 columnas en orden)") 

        iguales = [e == a for e, a in zip(estructura_esperada, enc)] 

        print(f"Columnas bien: {sum(iguales)}, mal: {len(iguales) - 

sum(iguales)}") 

 

# Filtro posibles columnas para ML 

columnas_utiles = ["Tiempo", "TA Avg", "PA Avg", "RH Avg", "SR_Glob 

Avg", "GenWind SpdAvg"] 



59 

 

df_datos = df_datos[columnas_utiles] 

 

print("\n DF con las columnas filtradas:") 

 

df_datos.head(2) 

 

# la columna tiempo debe ser tipo datetime 

df_datos["Tiempo"] = pd.to_datetime(df_datos["Tiempo"], 

errors="coerce") 

 

# columna con el año 

df_datos["año"] = df_datos["Tiempo"].dt.year 

 

variables = ["TA Avg", "PA Avg", "RH Avg", "SR_Glob Avg", "GenWind 

SpdAvg"] 

 

# Calculo el porcentaje de datos válidos 

porcentaje_validos = { 

    var: df_datos.groupby("año")[var].apply(lambda x: ((x.notna()) 

& (x != 0)).mean() * 100) 

    for var in variables 

} 

 

df_porcentajes = pd.DataFrame(porcentaje_validos) 

df_porcentajes.head(12) 

 

# Filtro filas donde la temperatura ('TA Avg') sea válida (no NaN y 

distinta de 0) 

df_datos = df_datos[(df_datos['TA Avg'].notna()) & (df_datos['TA 

Avg'] != 0)] 

 

# Variables a analizar 

variables_con_0_invalido = ["TA Avg", "PA Avg", "RH Avg", "SR_Glob 

Avg"] 

variable_con_0_valido = "GenWind SpdAvg" 

todas_las_variables = variables_con_0_invalido + 

[variable_con_0_valido] 

 

# Reemplazar ceros por NaN solo en las variables donde 0 es inválido 

df_datos[variables_con_0_invalido] = 

df_datos[variables_con_0_invalido].replace(0, np.nan) 
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# Asegurarse de que 'Tiempo' esté en formato datetime y crear columna 

'año' 

df_datos["Tiempo"] = pd.to_datetime(df_datos["Tiempo"], 

errors="coerce") 

df_datos["año"] = df_datos["Tiempo"].dt.year 

 

# Calculo el porcentaje de datos válidos por año y por variable 

porcentaje_validos = { 

    var: df_datos.groupby("año")[var].apply(lambda x: 

x.notna().mean() * 100) 

    for var in todas_las_variables 

} 

 

# Creo DF con resultados 

df_porcentajes = pd.DataFrame(porcentaje_validos).round(2) 

 

print("Porcentaje de datos válidos por año y por variable (0 tratados 

como inválidos solo donde corresponde):") 

print(df_porcentajes.head(12)) 

 

# Hago una copia del valor original antes de interpolar 

original = df_datos[["Tiempo", "SR_Glob Avg", "RH Avg"]].copy() 

original = original.set_index("Tiempo") 

 

# 2. Interpolo solo las variables indicadas 

df_datos = df_datos.set_index("Tiempo") 

df_datos["SR_Glob Avg"] = df_datos["SR_Glob 

Avg"].interpolate(method="time") 

df_datos["RH Avg"] = df_datos["RH Avg"].interpolate(method="time") 

 

# 3. Detecto qué valores fueron interpolados 

df_datos["fue_interpolado_SR"] = df_datos["SR_Glob 

Avg"].ne(original["SR_Glob Avg"]) 

df_datos["fue_interpolado_RH"] = df_datos["RH Avg"].ne(original["RH 

Avg"]) 

 

# 4. Volver a tener "Tiempo" como columna 

df_datos = df_datos.reset_index() 

 

# 5. Creo columna de hora 

df_datos["hora"] = df_datos["Tiempo"].dt.hour 

 

# 6. Calculo media real por hora sin valores interpolados 
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media_sr = 

df_datos[~df_datos["fue_interpolado_SR"]].groupby("hora")["SR_Glob 

Avg"].mean() 

media_rh = 

df_datos[~df_datos["fue_interpolado_RH"]].groupby("hora")["RH 

Avg"].mean() 

 

# 7. Reemplazo valores interpolados anómalos por la media horaria 

umbral_sr = 5    # Puedes ajustarlo 

umbral_rh = 10 

 

df_datos.loc[ 

    (df_datos["fue_interpolado_SR"]) & (df_datos["SR_Glob Avg"] < 

umbral_sr), 

    "SR_Glob Avg" 

] = df_datos["hora"].map(media_sr) 

 

df_datos.loc[ 

    (df_datos["fue_interpolado_RH"]) & (df_datos["RH Avg"] < 

umbral_rh), 

    "RH Avg" 

] = df_datos["hora"].map(media_rh) 

 

# 8. Comparación opcional 

comparacion_sr = df_datos[df_datos["fue_interpolado_SR"]].copy() 

comparacion_sr["Media_hora_real_SR"] = 

comparacion_sr["hora"].map(media_sr) 

 

comparacion_rh = df_datos[df_datos["fue_interpolado_RH"]].copy() 

comparacion_rh["Media_hora_real_RH"] = 

comparacion_rh["hora"].map(media_rh) 

 

print("Comparación SR_Glob Avg") 

print(comparacion_sr[["Tiempo", "hora", "SR_Glob Avg", 

"Media_hora_real_SR"]].head(15)) 

 

print("\n Comparación RH Avg") 

print(comparacion_rh[["Tiempo", "hora", "RH Avg", 

"Media_hora_real_RH"]].head(15)) 

 

# Conservo solo las variables principales 

df_datos = df_datos[["Tiempo", "TA Avg", "PA Avg", "RH Avg", 

"SR_Glob Avg", "GenWind SpdAvg"]] 
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# Aseguro que 'Tiempo' sea tipo datetime 

df_datos["Tiempo"] = pd.to_datetime(df_datos["Tiempo"], 

errors="coerce") 

 

# Extraigo hora, día, mes y año 

df_datos["hora"] = df_datos["Tiempo"].dt.hour 

df_datos["dia"] = df_datos["Tiempo"].dt.day 

df_datos["mes"] = df_datos["Tiempo"].dt.month 

df_datos["año"] = df_datos["Tiempo"].dt.year 

 

df_datos.to_csv("espoch_procesado.csv", index=False) 

 

df_datos.head() 

 

 


